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3.4 Increase in the Number of Failures Due to Cutting Soak Period in Half

We now estimate the increase in the number of outages caused by cutting the soak period.
Reducing the soak duration results in some faults being passed on to the field that would
othenvise have been previously found and corrected. We assume that the number of missed faults
IS proportional to the number of problems estimated to be found during the next 60 office-weeks
follO\ving soak.

We used the Problems Found per Office Weeks for Switch G found in a supplier publication. \Ve
fit an exponential model to this data. The following table illustrates the results:

Table 10: Failures Due to Reduction of Soak Period

Description Soak Time Estimated Problems Predicted Number
Found Seen in next Of Post-Soak Field
60 Office-weeks Faults (Expressed As

Ratio To Normal)
75% Reduction In 60 office weeks

I

132 I 3.3 = 132/41
INormal Soak

50% Reduction 120 office weeks 83 2.0 =83/41

25% Reduction 180 office weeks 52 1.3=52/41

Normal Soak Time 240 office weeks i 41 1=41/41

The table says that if we cut the soak period by 7SC7c, we would see about 3.3 times more troubles
in the first 60 office-weeks than we would if the soak time was not decreased at all. Similarly,
with a 50% reduction in the soak time, we would see about 2 times as many troubles in the first
60 office weeks than with the normal soak time.
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4.1 Discussion

LNP requires the originating switch to do several new things. These actiVItieS take time :lnd
switch resources. Call processing will be much more complicated with either the LRN or QoR
approaches. The amount of additional call processing depends on the mix of traffic in an office
and the percentage of numbers that are ported. However, it is clear that. as a result ot the
introduction of LNP, some switch processors will be upgraded and some switches may have to be
reconfigured (i.e., split) to accommodate the increased load. We assume in this section th:.lt a
switch overload will cause a severe performance degradation that customers may perceive :.lS a
switch outage.

For LRN, potentially every interswitch, intraLATA call will require a query to the LNP database.
For QoR, only calls to a ported numbers will require a query to the LNP database. These queries
take time and use resources of the local switch. For typical call mixes as specified in the IAO-25
model, we can calculate the effect on the LEC CCS network in terms of the number of octets that
have to be processed. In the following table we indicate the multiplicative factor in the number of
octets:

Table 11: Increase in CCS Network Traffic Due to LNP Introduction

LRN QoR
I% Ported 2.09 1.15

5% Ported 2.37 1.57

10% Ported 2.68 2.03

15% Ported 2.95 2.44

20% Ported 3.16 2.78

Preliminary information indicates that the introduction of LNP has a large potential impact on one
of the widely used local switches, and that some processors used in these switches will need to be
upgraded to avoid overloaded processor conditions. If the processors are not upgraded. --ome
switches may be in real danger of overload when LRN is implemented. Information from the
supplier indicates that LRN will require about a 30 - 47% increase in processing time in a typical
switch. Any of these switches having a processor with a utilization that is greater than 50% before
the introduction of LNP should be closely examined before LNP is introduced in that office to
determine if a processor upgrade is necessary. For calls to portable NPA-NXXs (such that a query
is performed at a switch, the call processing time increases up to 200% over the call processing
time for a POTS call. With QoR, there is no increase in call processing time for calls to numbers
that are not ported. However, calls to ported numbers result in an increase of 258 to 277% ;n call
processing time at the switch that must perform the LNP query, and also result in about SOCr llt
the processing time of a call that completes at the donor switch. These substantial call proce~~ll1~

time increases in the switch can greatly increase the probability of a switch outage if they are il( It
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taken into account in LNP planning. We theorize that the major reasons for this large effect on
this type of switch are the centralized architecture that it uses and the specific AIN
implementation.

Preliminary information for another widely used local switch is that it will experience less increase
in call processing time than the switch described previously. The supplier for this switch has suted
that the additional call processing time for each call \vill be about IOta 30% greater than the
POTS call processing time. We theorize that this is beC:lUse of the specific switch's distributed
architecture and AIN implementation.

The remaining widely used local switch also has centralized processing. This means that it also
should see some of its capacity erode when LRN is implemented. The supplier has indicated that
one of these switches making a query will experience about a 20% increase in call processing time
over the time required to process a POTS call.

5. Simultaneous STP Failures

5. 1 Discussion

With LNP, new software will be installed in each STP in the Houston Network. There are
currently 2 STPs in Houston. The failure of one STP is transparent to customers. In order for
customers to be affected both STPs must fail simultaneously. Note that the failure of both STPs
will result in the loss of virtually all interoffice calls. It is a catastrophic outage. This section
discusses the effects of putting in new software in the STPs on the chance of having both STPs
fail during the Ist Quarter after cutover.

5.2 Background on STP Failures
Generally STPs are very reliable. In a Bellcore study of STPs, the probability that during a year an
individual STP was out for over 30 minutes was 2.4%. The probability that an individual STP will
experience an outage lasting longer than 30 minutes during a quarter is about 0.6%. All STPs
come in mated pairs. For customers to experience an outage, both STPs have to fail
simultaneously.

There are two majors ways that both STPs can fail:

!) we can have a common failure mechanism (e.g.. common software) in each STP. or
2) a traffic overload brings both STPs down.

In this section, we will estimate the chances of a common failure mechanism in each STP The
following section discusses a traffic overload.

5.3 Both STPs Fail Due to a Common Failure Mechanism
Risk analyses done at Bellcore currently use a probability of 0.01 that an STP will fail gl\cn ::~

mate has failed. The chance that an individual STP fails in a year longer than 30 minutes h ,lh, It; I

19 February I [) , ,"



Quantification of the Effects of L~P on Southwestern Bell's Network John Healy
\Yayne Felts
Roger Story

2.4%. The probability that either STP will fail is 4.8% ( =1 * 2.-1-%). This means thm the
frequency of simultaneous STP failures is:

ElBoth STPs fail during a year due to a common failure mechanism) = 0.048 '"'.0 I
=.00048

This means that during a typical year after LNP there is Jbout a 0.048% chance of loslng both
STPs simultaneously due to common failure mechanism. There is J 0.0 12o/c chance of losing both
STPs in a quarter assuming that L~P has been deployed for about J year. (This figure does not
include the effects of putting in new software, rJpid soak. or rapid deployment. We include these
affects in the next subsections.)

5.4 Increase in STP Failures Due to New Software Version
There will be an increase in the number of STP failures due to having a new version of software
released. We are collecting data on the software failure history for STPs. In lieu of that data, we
expect that the number of software failures follows a similar pattern to other large software
systems. We estimate that, just like switches, the number of failures in the Ist quarter after a
generic is cutover will be 3 times the number for succeeding quarters. This will result in three
times the expected number of times that both STPs will fail due to a common failure mechanism.
This multiplier will be used for both LRN and QoR since both will require significant new
software in STPs.

5.5 Increase in STP Failures Due to Short Soak Period

We expect that the soak period for the DSC STP will be shortened by about fifty percent. In an
earlier section, we discussed the effect of a shortened soak interval on local switch failures. We
believe that a similar pattern holds for STPs. This will result in doubling the number of failures
during the Ist quarter after soak.

5.6 Additional STP Failure Considerations

If the STP handles load sharing for the LNP databases, there is a possibility that something may
go wrong with the load sharing software and an outage may result. It is of great importance that
the STP be exhaustively tested. We plan to keep investigating failures of STPs along with other
types of failures.

It will be necessary to enter new global title translations in the STPs both for LNP number
translation services and for the Message Relay Service associated with LIDB and CLASS queries.
There is a finite probability of human error in entering these translations which can cause impaired
service or a network failure. These translations will change as additional NPA-~XXs are opened
to portability, and each change offers the opportunity for errors that can result in impaired servIce
or network failure.

20



Quantification of the Effects of LNP on Southwestern BeIrs Network

6. STP Failures Due to Increased Traffic

John Healy
Wayne Felt'>

Roger Story

6. 1 Discussion

We have started investigating the chance of STP failures increasing due to increased traffic as a
result of implementing LNP in Houston. L:\P with the LRN approach will require the STP to pass
a query to and a response back from the L:\P database for every local call to a portable ~PA

NXX. Our preliminary finding is that the current STPs appear to be able to handle the additional
load due to the introduction of LRN. QoR \vith a small percentage of ported numbers is even less
likely to appreciably increase the chances of failure due to overload. For \;lessage Relay Service.
no one seems to know yet what the effects might be.

7. LNP Database Failures Due to New Software and Hardware

7.1 Discussion

For LNP, new databases will be put in place in the network. and SWB has indicated that it plans
to use the Bellcore ISCP to perform this function. Because of this, the Bellcore ISCP will be used
as the example LNP database in this section of the report when it is necessary to cite a specific
implementation of an LNP database. Since the Bellcore ISCP release 5.1 will be used. both new
hardware and new software will be needed.

This section discusses the effects of new software. LNP databases will be used in a load sharing
mode so that the failure of one LNP database should be transparent to users. (Traffic and
overload issues are discussed in the next section.) The primary way to have large numbers of
customers lose service is to have all LNP databases down at the same time. There is a major
difference between LRN and QoR in the effect of this type of failure.

With LRN virtually all interswitch, intraLATA calls will be affected if the LNP databases
fail. With LRN, the failure of all LNP databases could be a catastrophic outage because all of
Houston would be affected. We have assumed that a failure of all the LNP databases will cause all
the intraLATA interoffice calls to experience a three second time out interval while awaiting an
LNP database response, and that the simultaneous timing out of all these calls will cause
overloads in the local switches. Following the time out interval, the switches will attempt to
complete the calls using pre-LNP routing Ito a default switch for the dialed NPA-NXX). ThIS
assumes that the caller holds on during the three second time out interval. The local switch
manufacturers are aware of this problem and their solutions to the problem will be tested in the
next few months. We are assuming that they are unsuccessful. In addition, it is unclear hU\~

customers will react to at least an extra 3 seconds in the call set-up time. There may be other
undiscovered failure modes that have similar effects.

With QoR, only calls to ported numbers will be affected by LNP database failures. and
there really is little chance of a catastrophic outage. On the other hand, even with Q()R. the

failure of all LNP databases will mean that calls from all stations to ported numbers " ,Inn. 'I
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complete. and will thus eventually result in an FCC reportable outage if the LNP databases are
down long enough and the percentage of ported calls is high enough. In the first quarter of
installation. there will probably be less than 1% numbers ported. This means that even if both LNP
databases fail simultaneously. there will be about 10.000 calls affected d'Jring a 30 minute outage.
With 10% numbers ported. about 100.000 calls will be affected and the outage will be FCC
reportable. The remainder of this section is aimed at providing infonnation on how we estimated
the chances of all L:'\P databases failing.

7.2 Background on LNP Database Failures

As of February 10. 1997. there have been no dual ISCP failures. Since all services that are
considered critical are put on a mated pair of ISCPs. for a critical failure to occur both ISCPs
must simultaneously fail. This means there have been no FCC reportable outages or catastrophic
failures due to ISCP failures.

On the other hand, there have been single failures for CCS, AIN and 800 databases. In 1996.
outages for CCS, AIN and 800 databases occurred at a rate of about 0.22 per year, but most of
these outages were due to scheduled events. If we ignore scheduled events then the - outage
frequency per year goes down to 0.04 per year. We will use 0.04 as the frequency of failures per
year for ISCPs (after the 1st month in service.)

There are two major ways that we can have all LNP databases fail simultaneously:

I) we can have a common failure mechanism (e.g., common software) in each ISCP.
2) a traffic overload brings all the ISCPs down

In the remainder of Section 7, we will estimate the chances of the first type of failure. Section 8
discusses overload considerations.

7.3 All LNP Databases Failing Due To a Common Failure Mechanism

In the last risk analysis done for SWB in 1995, the probability that an ISCP would fail given that
its mate failed was estimated to be equal to .01. The frequency of single LNP database failures per
year is estimated to equal 0.04. Since, for LRN, SWB will have 4 LNP databases in Houston, the
expected frequency of single LNP database failures will be 0.16 per year. Also, we assume that
(since all LNP databases are from the same supplier) that if the one pair of LNP databases fails
that there is a .9 chance that the other pair of LNP databases will fail. The frequency that all L~P
databases in Houston will fail simultaneously is:

E(A1l4 LNP databases fail due to common failure mechanism per year for LRN) = .16 * .01 * .9
=.00144
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This means that during a typical year after LNP there is about a 0.144% chance of losing all L\'P
databases simultaneously due to common failure mechanism for LR;~6. There is a 0.036% chance
of losing all 4 LNP databases in a quarter :.lSsuming that LNP has been deployed for about a yeJr.
(This figure does not include the effects of putting in new software. rapid soak. or rapld
deployment.)

For QoR. only 2 LNP databases will be needed in Houston. The expected frequency l)f both L\'P
databases failing due to common failure mechanism is:

E(Both LNP databases fail due to common failure mechanisms per year for QoR) =.08 0<0 I
= .0008

For a quarter, there is about a 0.0290 chance of losing both LNP databases simultaneously.

7.4 Increase in LNP Database Failures Due to New Software Version
There will be an increase in the number of LNP database failures due to having a new version of
software released. We do not have any data on the software failure history for CCS. Al~ or 800
databases. We expect that the number of software failures follows a similar pattern to other large
software systems. We estimate that, just like switches. the number of failures in the Ist quarter
after a generic is cutover will be 3 times the number for succeeding quarters. This means that
there is a 0.11 % chance (= .00144 *3/4) of all LNP databases failing for LRt'l' and 0.06% chance
(=.0008*3/4) for QoR in the first quarter after cutover.

7,5 Increase in LNP Database Failures Due to Short Soak Period
For LRN, Version 5.1 of the ISCP will be needed. Currently, Version 5.1 of the ISCP \vill be
available by the end of August, 1997. We have to assume that the soak period for Generic 5.1
could be quite short (about l/4 of the normal soak period). In an earlier section, we discussed the
effect of a shortened soak interval on local switch failures. We assume that a similar pattern holds
for LNP databases in general and the ISCP in particular.. This will result in adding about 200Ge LO

the number of failures during the 1st interval after soak7
.

A different aspect is the tradeoff between the risks due to a short soak period and risks due to
changing out a version of software that has live traffic on it. For QoR, Version 5.0 of the ISCP
could be used. If Version 5.0 is used, the soak period can be extensive. If Version 5.0 is used. the
shortness of the soak period will not be an issue. However, Version 5.1 will ultimately have to X
introduced into Houston. Installing Version 5.1 at a later time will result in changing the ISCP
with live traffic on it. We do not know the risks of this type of change. Because of the unkno\\ n
(and possibly huge risks involved), Southwestern Bell is planning on introducing Li\P wah
Version 5.1. If Version 5.1 of the ISCP is used for QoR, then there will also be an addition~.tI

increase of 200% in the number of LNP database failures during the Ist quarter due to the ~hurt

soak period.

6 Note that we are assuming that these LNP database failures are not independent. If these failures were
independent the probability of simultaneous failure of all four LNP databases would be microscopic.
7 As the implementation schedule for the LNP databases becomes more clearly defined. the actual soak peril ''.J [,'.1'

be longer than anticipated.
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7.6 Increase in LNP Database Failures Due to Rapid Deployment After Soak

For LR..'\J", there will be 4- LNP databases installed in 4-Q97. This is considerably faster than the
deployment schedule was for the ISCPs that SWB currently owns. For local switches we
estimated that the rapid deployment of a new generic would increase failures by about 12%. L\P
databases will in all likelihood see a similar short term increase.

8. All LNP Databases Failing Due to Overloads

8. 1 Discussion
Below are the results from a preliminary traffic analysis of the ISCP and some preliminary
estimates of the chances that the ISCPs can handle the load in Houston. We assume that there \\ lit
be four LNP ISCPs in Houston because of the expected query volume. Four ISCPs with VerSIon
5.0 does not have a large enough query per second capacity to support the expected volume of
queries during major overloads in Houston. For LRN, we believe that 4 ISCPs using V5.1 will be
necessary.

8.2 Background
In general, there have been few ISCP failures. In particular, there have been few ISCP failures due
to overload; although, one such incident has occurred in October, 1994. In that failure, the ISCP
not only was unable to provide service, but it could not be accessed for diagnosis and repair
because the overwhelming call processing took priority over all other functions such as crJft
initiated status and diagnostic queries.

The stated capacities for four ISCPs are given in following table:

Table 12: Supplier Provided ISCP Capacity for a Four ISCP Complex

All 4 working One ISCP Failure

ISCP V5.0 2000 qps 1500 qps

ISCP V5.l 5400 qps 4050 qps

For Houston, we expect about 600 qps during the Busy Hour possibly going up to 800 (lP"·
Furthennore, there may be groups of seconds during some Busy Hours when the number \)(
queries per second will be between 1.5 to 2 times this average rate. This may put the ISCPs 111(\)

overload frequently when the LRN approach is used for the ISCP V5.0 particularly if one ot the

ISCPs is not performing correctly. If one ISCP V5.0 fails, there is a great possibility that the o[h~r

three will not be able to handle the anticipated traffic load if the failure occurs during the Blh\

Hour. Any extreme overloads are virtually certain to result in catastrophic outages for ISCP,
V5.0. In addition, there would be problems in transitioning from ISCP V5.0 to V5.1. Thu,. '.\l'

concur with SWB's decision to use V5.1 initially to provide L:"JP network capability.
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For ISCP V5.1, we do not believe that nonnal traffic fluctuations will result in the ISCPs being
overloaded. Except for extreme cases, we J.nticipate that maximal traffic seen by the ISCPs to be
within 1.5 to 2 times the average query rate during the Busy Hour. That is. we expect that the
traffic will be relatively smooth. This is because the ISCPs wiIl be seeing traffic fr8m many
different sources. When you combine traffic from many independent sources. the result tends to
look like Poisson traffic. We looked at traffic over 2 links for 2 weeks. We collected query counts
for each 5 second interval. The number of queries per 5 second intervals was remarkably tlat. The
number of queries per 5 seconds in hours with a lot of traffic exceeded 1.5 the Jverage ['ate
occasionally but never exceeded 2 times the average rate. Note that this does not include J
focused overload or J.n overload due to some common cause (usually a natural disaster 
hurricane. ice stonn). Whether these unusual severe overloads cause the ISCPs to fail is not clear.
It certainly means that thorough testing of the overload controls in the ISCP \is.l must be
conducted prior to cutover.

Additional Issue: There is an additional issue that could influence the chance of a major failure in
L;--.J'P. With LNP (and particularly with the LRil\J' implementation), massive corruption of the
translation table in a LNP database is possible. Because this table is changed on an ongoing basis.
there is a real chance that all the LNP databases translation tables could be corrupted. If this
happens, the calls to ported numbers and the message relay service (which supports CLASS and
LIDB queries) may come to a halt. Even a minor corruption in the tables could cause invalid
responses and result in the SSP using default routing. The potential failure modes associated with
this scenario will require some investigation.

9. Additional Issues

9. 1 Procedural Failures Due to Rapid Instal/ation
Human Resources Problem For Managing The Implementation OJ a Flash-Cut OJ LNP. The
implementation of LRN will require installation of new equipment, new software, and new switch
and STP translations in all of the switches and STPs of the Houston MSA. This means that a large
number of craft who do not have experience with the LNP software (since LNP is a new network
capability) will be involved in the cutover that must be scheduled over a short (3 month) interval.

For example, with the LRN approach to LNP, SWB will need to install 4 ISCPs V5.1 in Houston.
SWB has installed 4 other ISCPs but the time interval for the installation of those four ISCPs was
stretched out over 2 years, In Houston, the 4 ISCPs will need to be installed in three months. This
means that SWB's Operations resources will be stretched very thinly with LR.N.

9.2 Failures From Message Relay Service - Message Looping
Message Relay Service is used to route CLASS or LIDB queries to the proper destination in ,In

LNP environment where the proper destination for a message cannot be detennined h:
examination of the NPA-NXX contained in the global title address field of a query message The
message relay service perfonns a full IO-digit global title address translation on a message It thL'
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number has been ported. or indicates that a 6-digit translation IS sufficient for non-ported
numbers.

If Illinois Commerce Commission (ICC) LNP SCP requirements (Issue 0.95. September 4. 1996)
~re used for the message relay service. there is a potential problem with message looping. The
Illinois Number Portability Administration Center (NP.-\CJlService Management System (RSMS)
sends out broadcast messages concerning newly ported numbers, but does not coordinate the
entry of these new translations in STPs or LNP databases. Thus. if SWB enters a ported number
translation in its LNP database message relay database and starts routing CLASS or LIDB queries
to a network that has not entered the comparable translation in its message relay point. then the
query will be routed back to the S\VB network (which will retranslate the query and reroute it to
the other carrier). Thus. a message looping situation results. There is no industry-agreed solution
to combat the message looping problem for all internetwork scenarios using the Illinois LNP SCP
requirements, but both DSC and the Bellcore ISCP developers claim to have developed
proprietary solutions to detect that the problem exists. To the extent that a solution to the
message looping problem is not found. not implemented. or does not work properly. there will be
a negative effect on network reliability, with the possibility of overloading the message relay point
I the LNP database) and/or the SWB STPs. Note that a mechanism for preventing the message
relay looping problem using a translation type mapping is proposed in GR-2936-CORE. but will
require internetwork cooperation to implement.

If a message looping situation develops. it is instructive to have some quantitative feel for how
much CCS network and link capacity would be used. In order to make this calculation. it is
necessary to make several assumptions. These are:

• CCS links operate at S6 kbps
• The CCS message is 120 octets in length (this appears to be a good assumption for

CLASS)

• The STP transit time is 66 msec (the nominal maximum value for a 120 octet message
during non-failure operation from GR-82-CORE)

• The LNP database message relay time is 350 msec.

The message looping path shown in Figure I is assumed. More complex paths are possible.

26 February \0. I'"''



Quantification of the Effects of LNP on Southwestern Bell's Network John Healy
Wayne Felts
Roger Story

SWB Network Other Network

-- [2] ... /

Figure 1: lVlessage Looping Path

In this case the looping message traverses two LNP databases and four STPs. Thus the message
takes approximately 2*350 msec + 4*66 msec or 964 msec to loop. A 120 octet message that
loops in 0.964 seconds has an effective rate of 124.5 octets per second. Since the capacity of a S6
kbps CCS link is 7000 octets per second. a single looping CLASS query will consume 1.78% of
the capacity of each of the 6 CCS links shown in Figure I. To the extent that the transit times of
the LNP databases and STPs are faster than the nominal values shown, the loss of link capacity
will be even worse. With the Illinois approach, the looping situation can persist for several
minutes even if everything is working properly.

9.3 Other Message Relay Reliability Concerns
In addition to message looping, the use of the message relay service introduces the requirement
for several other capabilities into the SWB network. These capabilities must be carefully
implemented to avoid creating the potential for degraded performance or failures.

9.3.1 New STP Translations and Different Translations in Different Pairs of STPs

Note, the comments in this subsection only apply if ICC SCP requirements are used. If
requirements specified in GR-2936-CORE are agreed to by all the carriers in Houston and used
there, this subsection does not apply.

The translations in STPs that route queries to the message relay point must be changed from the
translations that are used today (to point to the MRP). Changing the existing translations will
provide the opportunity to make errors and create the potential for failures for CLASS and LIDB
queries.

If the Illinois approach to message relay service is used, then it is necessary to route LIDB queries
to a different STP pair for final translation than the STP pair that sent the message to the L\"P
database. The need to define different translations in different STP pairs using the same translation
type leads to a source for errors that can cause a failure of LIDB queries.

27 February 10. 199-



Quantification of the Effects of LNP on Southwestern Bell's :'-ietwork John Healy
Wayne Felts
Roger Story

9.3.2 Lack of Subsystem Management Capabilities in ISCP

Note, the comments in this subsection only apply if ICC SCP requirements are used. If
requirements specified in GR-2936-CORE are agreed to by all the carriers in Houston and used
there, this subsection does not apply.

The ISCP does not track and manage subsystem status for the subsystems to which it relays
queries. For CLASS this means that if the CLASS subsystem at a switch is not operationaL the
ISCP will continue to send queries to it that will fail. This leads to additional CCS network
messages and additional load on a node (the switch) that is already experiencing a failure
condition.

The lack of subsystem management capabilities in the ISCP also means that the ISCP cannot
control loadsharing for LIDB (if duplicated LIDS databases are used), and that an STP must be
used to do final global title translations for LIDB. This causes an additional STP global title
translation to be done and provides another potential location for translation errors to be
encountered.

9.4 New Operations Systems and Interfaces
Introduction of the message relay service will make it necessary to share translations data among
carriers using a regional SMS. In addition, SWB expects to use a local SMS to load translations
data into its LNP databases. The development, interfacing, and operation of these system swill
require coordination among carriers, system developers, and the entity which is chosen to operate
the regional system. Each of there operations provides the potential for errors and increases the
likelihood of failures.

9.5 Default Routing

Use of the LRN approach has some built-in problems. First, there is no specification in the FCC
order which deals with which network is to do the LNP query. In the Dlinois SSP requirements,
the N-I network is assumed (but not required) to do the query. Application of this principle to
Houston means that an IXC which is terminating traffic to the Houston LATA is assumed (but
not required) to query the call and terminate the call to the correct network. However, there is no
requirement in the FCC order for the IXC to query the call. As a result, some smaller IXCs may
elect to just terminate the call to SWB, and force the SWB network to perform the query
function. This is called default routing, and it will provide a source of LNP query traffic that may
not be accounted for in the SWB LNP traffic planning.

There is also a high likelihood that other carriers will send traffic that has not been queried to

S\VB's network during times of failure in the other carrier's network. This will force SWB' s CCS
network and LNP databases to handle spikes of unanticipated traffic because of failures in other
networks. There is a real possibility that these unexpected traffic spikes may lead to failures in the
S\\"B CCS network or some of the network nodes that are attached to it.
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[n addition to effects on switching and call setup that would affect 911 calls along with other
calls, specific impacts on 911 service that hay e been identified to date include:

• Need for 911 tandem to serve more NPA-NXX codes. Depending on local conditions.
the introduction of LNP may cause a substantial increase in the number of area codes
that are needed in an area. This t: pically happens in areas with many rate centers or
districts. If additional area codes .lre needed, they may impact the 91 1 tandem because
of signaling methods that are use': between the 911 tandem and the subtending end
offices.

• Need for administrative tlow from new carriers to input data to the E9ll database.
Information concerning ported and new native numbers in the E9 \ 1 database. To the
extent that updates concerning new networks numbers are not properly entered or
updated in the E91l database, improper transfers to local public service answering
points (PSAPs) or dispatches may be made.

9.7 Additional Traffic Issues
As indicated in Section 4, the introduction of LNP will cause a substantial step-function increase
in the CCS network traffic - particularly if the N-l network query approach is used. In this case.
even if no numbers are actually ported, the CCS network traffic that results from call setup.
typically the majority of CCS network traffic. will almost double because of the introduction of
LNP (unless a query reduction mechanism such as the Query on Release technique is used). In the
past CCS network traffic has increased gradually as additional nodes were added to the network.
Subjecting the CCS network in Houston to this rapid increase in traffic load with inadequate
testing provides one of the ingredients for a recipe for significant CCS network problems.

The only parallels that Bellcore has seen for this magnitude increase has been in countries vvhere
external events (such as natural disasters or bombings) led to very large, short term increases in
CCS network traffic. The result in these countries has been both switch and CCS network failure\
lasting several hours as the result of the large. sharp increase in traffic. In those areas. the traffic
increase was short lived. In the case of LNP. the increase is permanent and must be handled on dl\

ongoing basis.
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Bells May Not Be So Prepared To Compete

The &agIe has tile strength and DexibilJty to conquer Ule ngol'OUS demands
or its enVironment.
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order comes throu~h, there IS 110

direct link to De aDIe ;0 automan.:.iliv
update the comp<L'C-', i~acv sYStems.
Tnat tnformanon 'Nouid have to be
entered separatelY. 'NnlCn IS dUpllcJt·
ed effort," Smith said.

Further ';OmtlllCJtlOg the SlrUJ·
lion IS the !Xl! ,;oinoames ,pm·nIT· 01

BeUcore, the researcr. arm thJl dewl
oped most at the :e~acy svster.'s ;t
likely wouid also ~a';e developed an
tndustrvwtae L:--;? approach, :nen
specified to venaors what would be
requIIed for lffioiemenraoon.

The L"-1' isSue IS lust one pan or'
the greater probiem the mdustr.· will
have to face. saId ?robe Researcn Inc.
consuirant :-.tike .~.reilano.

"At this pomt. there IS no lOter
connection order, since tts belOg
challenged In coun, and there are a
lot of other issues that have to be
resoMd. including who's gOing to pay
for local number oorubilitv:' he said.
The bottom line. he said. ,; that local
competition IS nowhere near Decom
ingre:al.ity. A

e-.--..-
~~~

TEKELEC
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there are :10 detlned Interfaces
between the center and the legacy
Operations Support Svstems that
telephone companies use to keep
track ot network facilities.

"So when a 5ef\1Ce deactJ\'auon

see us at C1'1A W\reIes8. booLb
171. \1arch 3-5 in san Franci8co

The Tekelec EAGLE S're
Proud and Strong

For more inlOl'Ulll&¥x1 call Te1eIec's
Netwlrt Swttehlng DIVl5ion at

Man1svtDe. North GaroIlna
919.460.5500 or visit us
ontbeln~at

b_';/Mnr.t.ekeIec.COID

The Eagle,
Proud

Telrelec's EAGLE S1l' featureS open distributed a.rch1tAlCtUre as well as
high capacity and Ulroughput. It is tailored to the SS7 swttching needs

or independent telcos. cellular carrier.l. LXCs. CAPs and RBOCs.

Installed in over 50% of domesrJc ceIInJar companies that haYe
U1eir own S'T'P's. tile EAGlE is scaIabie from two to 700 \lnks and

has Ule capabiIily to grow wtth your needs.

In a market with rew certaintieS. tile EAGLE is
clearly the tigl'It ctloice at tile~ ttme.

:\.dmmlsu:mon Center wlthJn each
semce area. which wouid take sef\,ce
aCtlvatlons from mcorrung compen·
tors and match them w,th sernce
deactlvanons from the local tIlcum·
bem to set uo nurnDer portability. But

TC.,,,,,,,,,,dtiom pa~ (·1

lNP also couid disrupt the tele
pnone cornparues Internal s>,tems,
'<TIlth said.

~e accepted approach revolves
"round havmg J Numbenng Plan


